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SUMMARY

Genome editing technologies have transformed our
ability to engineer desired genomic changes within
living systems. However, detecting precise genomic
modifications often requires sophisticated, expen-
sive, and time-consuming experimental approaches.
Here, we describe DTECT (Dinucleotide signaTurE
CapTure), a rapid and versatile detection method
that relies on the capture of targeted dinucleotide sig-
natures resulting from the digestion of genomic DNA
amplicons by the type IIS restriction enzyme AcuI.
DTECT enables the accurate quantification of
marker-free precision genome editing events intro-
duced by CRISPR-dependent homology-directed
repair, base editing, or prime editing in various biolog-
ical systems, suchasmammaliancell lines,organoids,
and tissues. Furthermore, DTECT allows the identifi-
cation of oncogenic mutations in cancer mouse
models, patient-derived xenografts, and human
cancer patient samples. The ease, speed, and cost
efficiency by which DTECT identifies genomic signa-
tures should facilitate the generation of marker-free
cellular and animal models of human disease and
expedite the detection of human pathogenic variants.

INTRODUCTION

Precision genome editing allows the modeling and correction of

desired genomic variants containing insertions or deletions of

specific nucleotide sequences or changes in single DNA bases
3280 Cell Reports 30, 3280–3295, March 10, 2020 ª 2020 The Autho
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(Anzalone et al., 2019; Barbieri et al., 2017; Cong et al., 2013;

Dow, 2015; Guo et al., 2018; Liu et al., 2018; Mali et al., 2013;

Roy et al., 2018). Precise editing of the genome can be obtained

by CRISPR-dependent homology-directed repair (HDR) of Cas9-

induced DNA double-stranded breaks (DSBs) (Jasin and Haber,

2016). Alternatively, precision genome editing can result from the

use of DSB-free methods, such as CRISPR-dependent base

editing, which uses cytidine or adenosine deaminases fused to a

nickase Cas9 (nCas9) mutant to generate base transitions (Gau-

delli et al., 2017; Komor et al., 2016), or prime editing, which em-

ploys a reverse transcriptase-nCas9 fusion and a template prime

editing guide RNA (pegRNA) to install into the genome a large

variety of genomic changes, including transversions, transitions,

and small insertions and deletions (indels) (Anzalone et al., 2019).

Genome editing has been facilitated by the development of

accessible and cost-effective methods for the detection of small

indels resulting from the repair of Cas9-induced DSBs, such as

the T7E1 and Surveyor nuclease assays (Mashal et al., 1995;

Qiu et al., 2004; Ran et al., 2013). However, because these

methods do not determine the identity of DNA bases, they are

ill suited for the detection of genomic changes introduced by

precision genome editing (Germini et al., 2018). Precision

genome editing events can be detected by the addition of

genomic markers by CRISPR-dependent HDR or prime editing,

such as silent mutations that create or disrupt restriction sites, or

selectable reporters encoding for antibiotic resistance or fluores-

cent proteins. However, the use of genomic markers entails an

elaborate experimental design that is unique for each targeted

site and can result in unintended perturbations of coding or

non-coding genomic elements. Moreover, marker-based detec-

tion methods are not compatible with CRISPR-dependent base

editing strategies, which induce single DNA base changes (Rees

and Liu, 2018). Alternative methods that employ Sanger
r(s).
creativecommons.org/licenses/by-nc-nd/4.0/).
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Figure 1. Identification of Targeted Dinucleotide Signatures Using DTECT

(A) Schematic representation of DTECT. The targeted genomic locus containing a hypothetical targeted dinucleotide (N = A, C, G, or T; green) is PCR amplified

using a forward AcuI-tagging primer juxtaposed to the targeted dinucleotide and a locus-specific DNA primer (AcuI-tagging primer design and PCR, steps I and

II). The AcuI-tagging primer (60 nt) consists of DNA sequences complementary to the genomic locus (purple) interrupted by a hairpin containing an AcuI

recognition site (green), and a non-complementary DNA sequence (blue). The locus-specific reverse primer (red) is located >100 bp from the targeted

dinucleotide. The obtained PCRproduct is subsequently cleaved by the AcuI restriction enzyme in a position adjacent to the targeted dinucleotide, resulting in the

generation of two DNA fragments of 60 and >100 bp (AcuI digestion, step III). The 60 bp fragment containing the exposed signature of the targeted dinucleotide is

then isolated using SPRI beads, with higher affinity toward >100 bp DNA products (small fragment isolation, step IV). The 60 bp fragment is then ligated to DNA

adaptors containing 30 overhangs of two bases complementary (specific) or not (non-specific) to the dinucleotide signature (adaptor ligation, step V). The ligated

product is then subjected to PCR amplification for analytical or quantitative detection (detection PCR, step VI). The approximate time required for each step is

indicated.

(legend continued on next page)
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sequencing or next-generation sequencing (NGS) enable the

detection of precise genomic changes without the use of

genomic markers (Brinkman et al., 2014; Pinello et al., 2016).

However, Sanger-sequencing-based approaches suffer from

low sensitivity and precision because of the variable quality of

the sequencing reactions and background signals that often

affect the sequencing reads (Brinkman et al., 2014, 2018).

Furthermore, NGS-dependent detection strategies, while highly

sensitive (Clement et al., 2019; Lindsay et al., 2016; Pinello et al.,

2016), remain expensive and time consuming, which limits their

value for the development of mutant cell lines and animal models

and for applications that require a rapid turnaround time, such as

the identification of pathogenic variants in certain clinical set-

tings. Therefore, a simple, efficient, inexpensive, and rapid

method that enables quantitative detection of genetic variants

in complex biological systems is needed.

In this study, we describe a versatile method that uses stan-

dard molecular biology techniques to detect variants introduced

by precision genome editing or resulting from genetic variation.

We show that this detection method, designated Dinucleotide

signaTurE CapTure (DTECT), enables accurate and sensitive

quantification of marker-free precision genome editing events

induced by CRISPR-dependent HDR, base editing, and prime

editing. In addition, we show that DTECT can readily identify

oncogenic mutations in cancer mouse models, patient-derived

xenografts (PDXs), and cancer patient samples. These studies

establish a cost-effective method for the rapid detection of ge-

netic variants, which will aid the generation of marker-free

cellular and animal models of human disease and expedite the

detection of pathogenic variants for clinical applications.

RESULTS

Design of DTECT, a Detection Method Based on the
Capture of Dinucleotide Signatures
In our detection method, we take advantage of the property of

type IIS restriction enzymes to generate single-stranded DNA

overhangs at a specific distance from their recognition motif.

Based on the preceding property, we hypothesized that single-

stranded DNA overhangs generated by digestion of genomic

DNA (gDNA) sequences with type IIS restriction enzymes could

be captured and identified using DNA adaptors containing over-

hangs complementary to the exposed DNA signatures (Fig-

ure 1A). To identify type IIS enzymes with efficient and accurate

endonuclease activity, we analyzed the properties of known type

IIS enzymes. Restriction enzymes optimal for our method exhibit

the following characteristics: (1) they cleave far from their recog-

nition motif, enabling the incorporation of non-complementary
(B) Schematics of the DTECT adaptor library. Control (green) and mutant (purple

adaptors (middle panel). The library contains adaptors with dinucleotides com

non-specific adaptors (blue) (right panel).

(C) Schematics of the positive and negative controls used in DTECT experiments to

samples containing only the WT dinucleotide signature, the adaptor complement

the adaptor complementary to the mutant signature of interest (purple) and a

containing a mixture of the WT and the mutant dinucleotide signature, the adapto

control and a non-specific adaptor (blue) serves as a negative control. The adapto

the presence of the variant of interest and quantify its frequency.

See also Figure S1.
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type IIS recognition motifs into PCR primers without disrupting

gDNA amplification (Figures 1A and S1A); (2) they bind a single

recognition motif (Bath et al., 2002; Figure S1A); and (3) they

possess highly specific endonuclease activity, generating a

limited number of cleavage byproducts due to slippage activity

(Lundin et al., 2015; Figure S1B). Among the >40 known types

IIS endonucleases, only 6 enzymes cleave at a distance of

R14 bases from their recognition motif (AcuI, BpmI, BpuEI,

BsgI, MmeI, and NmeAIII) (Figure S1C). Of those enzymes,

only AcuI and BpuEI have a single recognitionmotif, and AcuI ex-

hibits the lowest slippage activity of the two enzymes (slippage

byproducts: AcuI, 1.1%; BpuEI, 41.4%) (Lundin et al., 2015). In

particular, upon DNA cleavage, AcuI exposes a dinucleotide

signature located 15/16 nucleotides from its recognition site

(Figure S1D). Based on the preceding considerations, AcuI is

the most suitable restriction enzyme for our detection method.

In our approach, the genomic locus of interest is PCR ampli-

fied using a locus-specific DNA primer (red) and a DNA oligonu-

cleotide (AcuI-tagging primer) containing two regions of comple-

mentarity to the genomic locus (purple) interrupted by an AcuI

recognition site (AcuI hairpin, green) positioned 14 bp upstream

of a dinucleotide of interest (Figure 1A, steps I and II). Tagging the

genomic amplicon with an AcuI motif allows AcuI-mediated

digestion of the sequence of interest on the 30 side of the tar-

geted dinucleotide. Upon AcuI-mediated digestion, the signa-

ture of the targeted dinucleotide becomes exposed (Figure 1A,

step III). To proceed with a single DNA fragment containing the

targeted dinucleotide, the larger DNA fragment (>100 bp) result-

ing from AcuI-mediated digestion is removed using solid-phase

reversible immobilization (SPRI) beads (Figure 1A, step IV) and

the smaller DNA fragment (60 bp) containing the targeted dinu-

cleotide is ligated to an adaptor with a 30 overhang complemen-

tary to the exposed signature (Figure 1A, step V). The ligated

DNA products are subsequently detected by analytical or quan-

titative PCR (qPCR) (Figure 1A, step VI). This method, which we

named DTECT, can be completed within 4–5 h (Figure 1A). A

common set of DNA primers that anneal to constant regions in

the AcuI-digested fragments (blue) and the ligated adaptors

(brown) is used in all DTECT experiments (Figure 1A, step VI),

avoiding locus-specific amplification bias and variability in

qPCR efficiency among distinct sets of samples. Considering

the total number of 16 unique dinucleotides (24), a library of 16

distinct adaptors is sufficient to capture all dinucleotide signa-

tures that can be generated by AcuI (Figure 1B). Positive and

negative controls are used in DTECT assays to determine the ef-

ficiency and specificity of dinucleotide capture (Figure 1C),

providing a highly controlled assessment of successful and spe-

cific capture of dinucleotide signatures.
) dinucleotide signatures (left panel) are detected using a library of 16 unique

plementary to the control (green) or mutant (purple) signature, as well as

identify signatures of interest (e.g., mutant allele) in allele populations. In gDNA

ary to the WT dinucleotide signature (green) serves as a positive control, while

non-specific adaptor (blue) are used as negative controls. In gDNA samples

r complementary to the WT dinucleotide signature (green) is used as a positive

r complementary to the mutant dinucleotide signature (purple) is used to detect
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Figure 2. Detection and Quantification of Dinucleotide Signatures Using DTECT

(A) Design of AcuI-tagging primers that allow the capture of two dinucleotide signatures (CC and TT, blue) on opposite DNA strands.

(B) PCR amplification (22 cycles) of the AcuI-digested DNA products containing the CC and TT signatures shown in (A), which have been captured using GGor AA

adaptors.

(C) PCR amplification (22 cycles) of DNA fragments captured as in (B) with or without dephosphorylation of the AcuI-digested products by the shrimp alkaline

phosphatase (rSAP).

(D) PCR amplification (22 cycles) of DNA fragments captured as in (B) in the absence or presence of AcuI, DNA adaptors (GG adaptor for signature CC and AA

adaptor for signature TT), or T4 DNA ligase.

(E) Schematic representation of the AcuI-tagging primer design for detecting four possible dinucleotide signatures (1–4) containing the same targeted base

(C:G, red) in the PIK3R1 gene.

(F) Detection of the four dinucleotide signatures shown in (E) by DTECT (18 PCR cycles) using specific (green) and non-specific (blue) adaptors.

(legend continued on next page)
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DTECT Efficiently Captures Dinucleotide Signatures
Generated by AcuI-Mediated Digestion
To demonstrate the feasibility of DTECT, we designed two AcuI-

tagging DNA primers flanking four adjacent bases (50-TTGG-30)
onoppositeDNAstrands (TTandCCsignatures,blue) (Figure2A).

Upon PCR amplification using AcuI-tagging primers and locus-

specific DNA primers, the PCR amplicons were digested and

ligated to adaptors with either complementary or non-specific

30 overhangs (GG or AA). Detection of the ligated products by

PCR, as described earlier, revealed that the GG and AA adaptors

specifically captured the DNA fragments containing the CC and

TT dinucleotides, respectively (Figure 2B). Sanger sequencing

confirmed that the amplicons of the ligated DNA products had

the expected genomic sequence (purple) adjacent to the AcuI

motif (green) and the GG or AA adaptors (brown) (Figures S2A

and S2B). Importantly, robust amplification of captured DNA

products was observed only upon (1) capture of the AcuI-di-

gested products with complementary adaptors (Figure 2B), (2)

AcuI-mediated cutting and generation of 50-phosphorylated
DNA fragments (Figures 2C and 2D), and (3) DNA ligation by the

T4 DNA ligase (Figure 2D). We additionally showed that each

DNA base can be identified by designing 4 independent AcuI-

tagging primers (2 on each DNA strand), enabling the capture

of 4 distinct signatures per gDNA base (Figures 2E and 2F).

This DTECT feature allows flexible AcuI-mediated cleavage of

gDNA amplicons containing targeted DNA sequences. In addi-

tional studies, we confirmed that each of the 16 possible dinucle-

otide signatures generated by AcuI at two independent target

sites can be efficiently captured using DNA adaptors containing

complementary DNA overhangs (Figure S2C). Altogether, these

studies establish DTECT as a rapid and efficient method to iden-

tify DNA bases through the capture of AcuI-induced dinucleotide

signatures using a common and unique set of adaptors.

DTECT Enables Specific and Sensitive Quantification of
DNA Variants
Next, we examined whether DTECT can determine the relative

abundanceof DNA variantswith distinct DNAsignatures, including

low-abundance DNA variants. To this end, we transfected

HEK293T cells with single guide RNAs (sgRNAs) that introduce
(G) Quantification by DTECT of the relative abundance of SMARCAL1, SPRTN, an

WT and STOP alleles at predefined ratios. Graphs (left) represent the correlation b

expected frequency of the same variants in the mixed populations for each of th

(n = 2). Pearson correlation (r) was determined by comparing expected and DT

signatures determined by DTECT and their expected frequency is shown in the r

(H) Representation of the AcuI-tagging primers used to detect the WT and STOP

edited base is indicated with an asterisk, and part of the AcuI-tagging primer seq

(I) PCR amplification (25 cycles) of WT and STOP PIK3R1 alleles (arrow) captured

(CG) specific for the WT allele is used as a positive control, and a non-specific a

PIK3R1 allele (CA) serves as an additional negative control in the reaction containin

an asterisk.

(J) Fold change variation in the frequency of capture of each of the 16 din

Oligonucleotides containing distinct dinucleotide signatures are captured using s

and normalized to the mean value obtained from the capture of all 16 dinucleoti

represent individual data points.

(K) Fold change variation in the frequency of capture of dinucleotide signatures wit

frequency, determined as described in (J). Error bars represent the SD of 8 mean v

with 2 A/T and 2 C/G, as determined in (J).

See also Figures S2, S3, and S10.
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nonsense mutations into the SPRTN, PIK3R1, and SMARCAL1

genes using iSTOP, a CRISPR-mediated base editing approach

that creates STOP codons within genes of interest (Billon et al.,

2017; FigureS3A).We then clonedbothwild-type (WT) andmutant

alleles, which differ by a single base change (C/T) (Figure S3B),

and subjected them to PCR amplification using a locus-specific

DNA primer and an AcuI-tagging primer flanking the iSTOP-tar-

geted DNA base (Figure S3C). The WT and edited PCR products

were then mixed at different ratios (WT:STOP allele = 100:0, 99:1,

90:10, 75:25, 50:50, 25:75, or 10:90) and digested with AcuI. The

resulting DNA fragments were then captured using adaptors com-

plementary to WT (green) and STOP (purple) dinucleotide signa-

tures (Figure S3A). Remarkably, qPCR analysis of the captured

DNA fragments accurately determined the relative abundance of

the WT and STOP alleles at the three loci indicated earlier (Fig-

ure 2G), demonstrating that DTECT can estimate the frequency

of dinucleotide signatures in a mixed population with high preci-

sion, including variants with low abundance (1%) (Figure 2G).

Low-abundance STOP variants in SPRTN and PIK3R1 were also

detectable by analytical PCR (Figures 2H, 2I, S3C and S3D), con-

firming the high sensitivity and accuracyofDTECT.Direct compar-

ison of the 16 DTECT adaptors revealed comparable efficiency in

the capture of oligonucleotides containing complementary

dinucleotide signatures (Figures 2J and 2K). In addition, all adap-

tors exhibited low levels of non-specific capture background

(mean = 0.325%, ranging from 0.16% to 0.876%) (Figure S3E).

The preceding observations indicate that the adaptor ligation is

conducted under optimal conditions, as confirmed by kinetic anal-

ysis of the adaptor ligation reaction (Figure S3F). Altogether, these

findings demonstrate that DTECT captures dinucleotide variants

and quantifies their relative abundance with high specificity and

sensitivity.

DTECT Accurately Identifies Genomic Changes
Introduced by CRISPR-Dependent HDR, Base Editing,
and Prime Editing in Mammalian Cells
To examine the ability of DTECT to identify precise genomic

changes introduced into mammalian cell populations, we used

CRISPR-mediated HDR for generating various types of disease-

related mutations using single-stranded oligodeoxynucleotides
d PIK3R1WT (green) and STOP (purple) dinucleotide signatures in mixtures of

etween the frequency of WT and STOP variants determined by DTECT and the

e preceding 3 genes. Error bars represent the SD of independent experiments

ECT-based frequency. Comparison of the mean frequency of STOP and WT

ight panel (n = 3 independent genes, SMARCAL1, SPRTN, and PIK3R1).

alleles of the PIK3R1 gene. The targeted dinucleotides are shown in blue, the

uence is shown in purple.

using DTECT from WT:STOP allele mixtures (i.e., 100:0 and 99:1). An adaptor

daptor (TT) is used as a negative control. An adaptor that captures the STOP

g only theWT allele. Background non-specific PCR products are indicatedwith

ucleotide signatures relative to the mean dinucleotide capture frequency.

pecific adaptors. The fraction of captured material is then quantified by qPCR

de signatures. Error bars indicate the SD of 4 independent experiments. Dots

h 1 A/T + 1 C/G, 2 A/T, or 2 C/G bases relative to the mean dinucleotide capture

alues for dinucleotides with 1 A/T + 1 C/G and 4 mean values for dinucleotides
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Figure 3. Detection and Quantification of Precision Genome Editing by CRISPR-Mediated HDR, Base Editing, and Prime Editing Using

DTECT

(A) Schematics of the protocol used to identify genomic changes introduced by CRISPR-dependent HDR, base editing, or prime editing. In HDR experiments

(blue), HEK293T cells were transfected with Cas9 and an sgRNA targeting a gene of interest with or without donor DNA molecules. In base editing experiments

(red), HEK293T cells were transfected with BE3 base editors with either control or base editing sgRNAs. Base editing experiments were also conducted in cells

(legend continued on next page)
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(ssODNs), including a cancer-associated frameshift mutation in

TP53 (i.e., R209fs*6), a missense mutation in HBB (i.e., G6V)

that causes sickle cell anemia, a small tandem duplication in

BRCA2 (dupAGAAGAT) identified in breast cancer, and small in-

sertions into JAK2 and EMX1 (Paulsen et al., 2017), two genes

associated with myeloproliferative disorders and Kallmann syn-

drome, respectively. Three days after co-transfection of Cas9

with site-specific sgRNAs and ssODNs into HEK293T cells, we

harvested the cellular gDNA and used DTECT to determine by

analytical and qPCR whether the desired changes were incorpo-

rated into the targeted chromosomal loci (Figure 3A). For compar-

ison, a restriction fragment-length polymorphism (RFLP) assay

that monitors restriction sites disrupted or created by the preced-

ing mutations in the targeted genomic loci was conducted in par-

allel. In these experiments, DTECT readily captured the specific

signature of the mutant variants (Figures 3B and S4A–S4C), while

theRFLPassayeither failed todetectorweaklydetected thesame

mutant variants (Figures S4F–S4H). In addition, DTECT was able

to discern the HDR stimulatory effect induced by i53 (Figures

3B, S4A, and S4B), a genetically encoded 53BP1 inhibitor that

was previously shown to increase the frequency of HDR events

(Canny et al., 2018). DTECT also clearly determined which muta-

tions failed to be incorporated by the HDR machinery (e.g.,

BRCA2 dupAGAAGAT), as confirmed by NGS analysis (Figures

S4D and S4E).

Next, todeterminewhetherDTECTcan identify precisegenomic

changes introducedbyCRISPR-mediatedbaseediting inmamma-

lian cell populations, we used a cytidine base editor to install

nonsense mutations into the Fanconi-anemia-associated genes

FANCD2, FANCM, and SLX4; the DNA replication and circadian

clock gene TIMELESS; and the Treacher Collins syndrome gene

TCOF1. These experiments showed that DTECT was able to cap-

ture the signatures of the newly introduced variants in all preceding

genes (Figures 3B, S4I, and S4J). To test whether DTECT is also

able to identify genomic signatures generated by prime editing,

we transiently transfected a prime editor and a pegRNA into

HEK293T cells to introduce a 3-bp insertion (CTT_ins) in the

HEK3 locus (Anzalone et al., 2019). As shown in Figure 3B, DTECT

specifically identified thenewlycreatedsignatureandquantified its

frequency in the transfected cell population, indicating that DTECT

is also suitable to identify prime editing events. The specificity and
stably expressing FNLS-BE3. In prime editing experiments (gray), HEK293T cells

from cell populations and subjected to DTECT using adaptors specific for WT (g

(B) Identification by DTECT of WT and HDR-edited (R209fs*6) TP53 alleles (top), W

(CTT_ins)HEK3 alleles (bottom). Adaptors specific for theWT (CT, CA, and CG; gr

Captured samples were subjected to analytical PCR (left, 21 cycles) or qPCR (rig

ssODN specific for the TP53 locus with or without the HDR stimulatory factor i53

cells were transfected with BE3 and an sgRNA to induce Q223* in FANCD2. In

introduce a CTT insertion in the HEK3 locus.

(C) Graphical representation of the correlation of DTECT- and NGS-based estim

editing in human and mouse cells and mouse intestinal organoids (n = 62). Data p

right panel (n = 33). Error bars indicate the SEM of 2–5 independent replicates. T

(D) Schematic representation of the experiments conducted to measure the efficie

was performed by hydrodynamic injection of the cytidine base editor (CBE) FNLS

NGS (green) were used to determine the efficiency of editing in the mouse liver s

(E) Quantification by DTECT (red) and NGS (green) of the Pik3ca E545K variant int

Error bars indicate the SD of 2 independent experiment. Dots represent individu

See also Figures S4, S5, and S11.
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accuracy of the preceding DTECT studieswere confirmed by both

positive and negative controls (e.g., CG and TT adaptors in the

control unedited sample of Figure 3B).

To confirm the accuracy of DTECT in quantifying precision

genome editing, we compared the frequency of editing events

determined by either DTECT or NGS across 62 samples derived

from human cells, mouse cells, and intestinal organoids, which

were modified using CRISPR-mediated HDR or base editing

(Zafra et al., 2018). As shown in Figures 3C (left panel) and

S5A, the frequencies of editing events obtained by DTECT and

NGS were comparable (mean frequency: DTECT, 35.43%;

NGS, 33.47%; r = 0.9857, n = 62), indicating that the quantifica-

tion of precision genome editing by DTECT is accurate. Similar to

NGS, DTECT is also accurate in the detection of less abundant

(<20% frequency) variants (mean frequency: DTECT, 5.41%;

NGS, 5.06%, r = 0.843, n = 33) (Figure 3C, right panel).

Altogether, these experiments demonstrate that DTECT pre-

cisely identifies and quantifies genetic variants introduced by

precision genome editing in various biological systems.

Recent studies led to the development of Sanger-sequencing-

basedmethods, suchas Interference ofCRISPREditing (ICE,Syn-

thego; https://ice.synthego.com/#/) orEditR (Kluesneret al., 2018),

that enable the detection of genomic variants based on the decon-

volution of chromatogrampeaks. To compareDTECTwith the pre-

cedingmethods,we subjected toSanger sequencing the genomic

amplicons of 23 samples edited by precision genome editing. In

these experiments, we used two primers annealing to opposite

DNA strands to obtain independent sequencing duplicates of the

sameampliconsandanalyzed theSanger-sequencing reads using

either ICE or EditR. Notably, �10% of the sequencing reactions

failed to generate high-quality reads required for ICE or EditR,

despite using high-quality amplicons for sequencing (Mendeley

Data; Key Resources Table). Independent repeats using new

genomic amplicons did not improve the sequencing outcome

(Mendeley Data; Key Resources Table). In addition, we noted

that technical duplicatesofSanger-sequencing reactions analyzed

by ICE or EditR displayed lower levels of consistency relative to

technical replicates of DTECT assays (Figure S5B). These studies

indicate that DTECT displays greater robustness and reliability

compared with Sanger-based detection methods, which heavily

rely on the quality of Sanger-sequencing reactions.
were transfected with PE2 with or without pegRNA. gDNA was then extracted

reen) or edited (purple) variants.

T and base-edited (Q223*) FANCD2 alleles (middle), andWT and prime-edited

een) or edited (TT and TA; purple) signatures were used in DTECT experiments.

ht). In the HDR experiment, cells were transfected with Cas9, sgRNA, and an

. The ssODN was omitted in control reactions. In the base editing experiment,

prime editing experiments, cells were transfected with PE2 and pegRNA to

ations of the frequency of genetic variants introduced by precision genome

oints in the dashed box (frequency < 20%) of the left panel are enlarged in the

he sources of the edited samples are indicated by distinct colors.

ncy of precision genome editing in vivo using DTECT. Editing of the mouse liver

-BE3 and an sgRNA to introduce the Pik3ca E545K variant. DTECT (red) and

ample.

roduced by CRISPR-mediated base editing in the mouse liver, as shown in (D).

al data points.
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Figure 4. Identification of Multiple Genome Editing Events in a Single Locus or Distinct Loci by DTECT

(A) Detection by PCR (21 cycles) of allelic mixtures induced by CRISPR-mediated base editing events occurring at a CC sequence (green) in the EMX1 gene. The

sequences of the EMX1 alleles resulting from four possible C/T base transitions (CC, CT, TC, and TT) induced by CRISPR-mediated base editing and the

adaptors to capture them (GG, AG, GA, and AA) are shown. In these experiments, HEK293T cells constitutively expressing the cytidine base editor (CBE) FNLS-

BE3 were transfected with an sgRNA targeting the EMX1 locus.

(B) Schematics of the experiments conducted to detect multiple simultaneously induced variants using DTECT. HEK293T cells constitutively expressing the base

editor FNLS-BE3 were transfected with two sgRNAs to introduce simultaneously the BRCA1 E638K and the BRCA2 E2772K mutations by CRISPR-mediated

base editing.

(C) Detection of multiple precision genome editing events introduced by CRISPR-mediated base editing in HEK293T cell populations, as illustrated in (B). WT and

edited BRCA1 and BRCA2 alleles captured using adaptors specific for the WT (TG and AG, green) or edited (TA and AA, purple) alleles were subjected to

analytical PCR (left, 21 cycles) or qPCR (right).

See also Figure S6.
DTECT Enables the Identification of Precision Genome
Editing Events In Vivo

The modeling and correction of pathogenic mutations in adult

mice is critical for the development of novel approaches to ther-

apeutic intervention against cancer and other diseases (Chad-

wick et al., 2017; Gao et al., 2018; Levy et al., 2020; Ryu et al.,

2018; Song et al., 2020; Villiger et al., 2018; Yin et al., 2016;

Yin et al., 2014). To examine whether DTECT can determine

the frequency of precision genome editing in adult mouse tissue,

we hydrodynamically delivered into the mouse liver (Tschahar-

ganeh et al., 2014) a cytidine base editor and an sgRNA intro-

ducing the oncogenic Pik3ca E545K mutation (Zafra et al.,

2018; Figure 3D).We then used both DTECT andNGS to quantify

the oncogenicPik3ca signature in DNA samples derived from the

edited livers of two mice. DTECT analysis identified base editing

events in the mouse liver at a frequency of �1%–2%, compara-

ble to the editing rates obtained by NGS (Figure 3E). This study

revealed that DTECT can accurately quantify low-abundance

genetic variants introduced by precision genome editing in vivo.

DTECT Is Capable of Identifying Multiple Genome
Editing Events Occurring within a Single Locus or
Distinct Loci
The preceding studies indicate that DTECT can determine the

identity of individual genomic changes. To examine whether
DTECT can also identify complex sets of mutations, we

employedCRISPR-dependent base editing to target two adjacent

cytosines in the EMX1 locus that had previously been converted

into four distinct dinucleotide combinations (i.e., CC, CT, TC, or

TT) by base editing (Komor et al., 2016; Figure 4A). As shown in

Figure 4A, DTECT readily distinguished each of the four combina-

tions in an sgRNA-dependent manner. Furthermore, DTECT was

able to identify base editing byproducts (Figure S6A; Komor

et al., 2017; Wang et al., 2017), demonstrating that it can detect

a complex mixture of allelic variants. In addition, to determine

whether DTECT can be employed to monitor genomic changes

at multiple loci, we simultaneously introduced two clinically rele-

vant point mutations into two distinct genes (i.e., BRCA1 and

BRCA2) (Figure 4B). As shown in Figure 4C,DTECTcorrectly iden-

tified these genomic changes. These studies indicate that DTECT

can readily identify complex genome editing events occurring

within single or multiple genomic loci.

DTECT Expedites the Derivation of Marker-free Cell
Lines Carrying Clinically Relevant Mutations and
Facilitates the Genotyping of Cellular and Animal
Disease Models
Precision genome editing allows the modeling of clinically rele-

vant gene variants. Given that DTECT enables the identification

of newly created DNA signatures without requiring the insertion
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Figure 5. DTECT-Mediated Identification of Clinically RelevantBRCA1/2Mutations Generated by Precision Genome Editing and Genotyping

of Cell Lines and Animal Models Carrying BRCA1 or BARD1 Mutations

(A) Schematic representation of the human BRCA1 protein. BRCA1 domains and ClinVar BRCA1 mutations generated in this study are indicated.

(B) Quantification using DTECT (red) and NGS (green) of the editing efficiency by which 10 BRCA1 mutations are introduced into HEK293T cells by CRISPR-

mediated base editing. Experiments were conducted in cells expressing the base editor FNLS-BE3 upon transfection of sgRNAs to introduce the indicated

(legend continued on next page)
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of markers or elaborate experimental designs specific for each

edited site, we tested whether DTECT could facilitate the gener-

ation of multiple cell lines harboring clinically relevant mutations.

In particular, we focused our attention on mutations in the

BRCA1 and BRCA2 genes, which in heterozygosity can predis-

posewomen to the development of breast and/or ovarian cancer

(Apostolou and Fostira, 2013) and in homozygosity can cause

Fanconi anemia (Ceccaldi et al., 2016). More than 7,000 clinically

associated single nucleotide variants (SNVs) have been identi-

fied in BRCA1/2, according to the ClinVar database, but efforts

to characterize their functional impact and pathogenic potential

have been limited partly by the challenge of generating cell lines

that carry such a large number of individual homozygous and

heterozygous variants. To determine whether DTECT can facili-

tate the production of cell lines harboring clinically relevant

BRCA1/2 SNVs, we expressed a cytidine base editor in

HEK293T cells, along with individual sgRNAs, to generate 23

different BRCA1/2 mutations identified in patients with ovarian

and breast cancers, as reported in ClinVar (Figures 5A and 5D).

We then used DTECT to determine by analytical PCR which var-

iants were introduced in the transfected cell populations and to

quantify the editing efficiency for each variant by qPCR (Figures

5B, 5C, 5E, 5F, S6B, and S6C). The accuracy of DTECT in the

quantification of the editing events was confirmed by NGS (Fig-

ures 5B and 5E). The preceding approach proved effective for

rapidly identifying cell populations with high levels of editing.

Upon isolation of single clones from edited cell populations

(e.g., BRCA1 E638K mutant cells), we tested whether DTECT

could be used for clone genotyping. Importantly, DTECT allowed

rapid genotyping of multiple clones (Figure S7A) and accurately

determined the genotype of each clone, includingWT and homo-

zygous and heterozygous mutant clones (Figures 5G and 5H).

Given the ability of DTECT to correctly determine the genotype

of cellular clones, we then tested whether DTECT could be

applied to mouse genotyping. To this end, we obtained tail

DNA samples from genetically engineeredmice carrying knockin

mutations in Brca1 (S1598F) and its partner protein Bard1

(S563F) (Billing et al., 2018). As shown in Figures 5I, 5J, and

S7B, DTECT accurately determined the genotype of 24 Bard1

S563F mutant mice and 16 Brca1 S1598F mutant mice. These
mutations. Histograms show the mean frequency of the indicated variants estim

assays for the same AcuI-tagged amplicon. ND, not determined due to sequenc

(C) Analytical detection of the indicated BRCA1 mutations in HEK293T cell pop

mutant (purple) alleles.

(D) Schematic representation of the human BRCA2 protein. BRCA2 domains and

(E) Quantification using DTECT (red) and NGS (green) of the editing efficiency b

mediated base editing, as described in (B).

(F) Analytical detection of the indicated BRCA2mutations in HEK293T cell populat

(purple) alleles. Experiments were conducted as in (C).

(G) Genotyping by DTECT-based analytical PCR (18 cycles) of single clones carr

mutant cell population shown in (C). WT (4, not edited), heterozygous (1), and ho

(H) Sanger sequencing of WT and heterozygous and homozygous mutant amplico

sequence of the AcuI-tagging primer is indicated in purple.

(I) Genotyping by DTECT-based analytical PCR of Bard1 S563F (left) and Brca1

cycles). gDNA for DTECT analysis was obtained from mouse tail samples. WT

homozygous (Bard1 3) mutant mice identified by DTECT are indicated. No homoz

due to sub-Mendelian birth ratios (Billing et al., 2018).

(J) Sanger sequencing of WT and heterozygous and homozygous mutant amplic

See also Figures S6, S7, and S9.
findings indicate that DTECT can be employed to rapidly deter-

mine the genotype of genetically engineered mice.

DTECT Identifies the Presence of Oncogenic Mutations
in Cancer Mouse Models and Human Cancer Patient
Samples
Precise and rapid detection of pathogenic variants in patients is

critical for accurate diagnosis and personalized therapy. Given

the ability of DTECT to identify genetic variants rapidly and accu-

rately, we tested whether DTECT could be used to expedite the

identification of pathogenic variants in pre-clinical and clinical

settings. In particular, we examined whether DTECT could iden-

tify the presence of oncogenic variants in various biological sys-

tems. In our studies, we focused our attention on the JAK2

V617F variant, which is present in most patients with myelopro-

liferative neoplasm (MPN) (Levine et al., 2005). Mice transplanted

with Jak2 V617F mutant bone marrow cells develop MPN and

recapitulate the human disease (Mullally et al., 2010). Therefore,

we analyzed the Jak2 V617F variant in the peripheral blood of

mice transplanted with a mixture of bone marrow cells that do

or do not carry an inducible Jak2 V617F variant (Bhagwat

et al., 2014) (Figure S8A). As shown in Figures S8B and S8C,

DTECT readily distinguished WT from V617F mutant Jak2 in

the examined mouse blood samples, as detected using any of

the four distinct AcuI-tagging primers specific for the targeted

bases. These experiments show that DTECT can identify

oncogenic signatures of interest in mouse tissues in a marker-

free manner, enabling the tracking of genetic variants in mouse

models without requiring complex selection markers.

We next examined whether DTECT can identify the presence

of specific oncogenic mutations in human samples from patients

diagnosed with acute lymphoblastic leukemia (ALL), the most

common form of childhood cancer (Inaba et al., 2013). Although

most ALL patients respond to chemotherapy, �20% suffer a

relapse as a result of resistance to chemotherapy (Bhojwani

and Pui, 2013). Moreover, secondary genetic alterations that

promote chemoresistance, including mutations in the NT5C2

gene (Tzoneva et al., 2018; Tzoneva et al., 2013), are found in

a large fraction of ALL relapse cases (Dieck and Ferrando,

2019; Oshima et al., 2016). To test whether DTECT can identify
ated by DTECT, and error bars represent the SD from 2 independent DTECT

ing failure.

ulations by DTECT (21 PCR cycles) using adaptors specific for WT (green) or

ClinVar BRCA2 mutations generated in this study are indicated.

y which 13 BRCA2 mutations are introduced into HEK293T cells by CRISPR-

ions byDTECT (21 PCRcycles) using adaptors specific forWT (green) ormutant

ying WT and/or BRCA1 E638K mutant alleles derived from the BRCA1 E638K

mozygous (2) BRCA1 mutant clones identified by DTECT are indicated.

ns shown in (G). The targeted dinucleotide is indicated in green, and part of the

S1598F (right) knockin mutant mice (Bard1, 18 PCR cycles; Brca1, 20 PCR

(Bard1 8 and Brca1 5) mice and heterozygous (Bard1 2 and Brca1 2) and

ygous Brca1 S1598F mutant mice were identified in the analyzed mouse litters

ons shown in (I).
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Figure 6. Detection of Oncogenic Signatures in Human Clinical Samples Using DTECT
(A) Schematic representation of the experiments conducted on ALL patient-derived samples. Bone marrow samples from ALL patients were collected at

diagnosis and after chemotherapy. PDXs were generated from the patient samples. gDNA was recovered from patient samples and PDX mouse models and

subjected to analytical and quantitative detection of NT5C2 oncogenic mutations using DTECT.

(B) Heatmap showing the detection of NT5C2 oncogenic mutations in patient samples and a control sample using DTECT. Bone marrow samples from 5

patients were collected, and gDNA was prepared and tested for the presence of 3 frequent NT5C2 mutations responsible for relapse to chemotherapy.

(legend continued on next page)
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these relapse-specific oncogenic signatures, we obtained

matched DNA samples from the bone marrow of ALL patients

at diagnosis and relapse and analyzed them for the presence

of three common NT5C2 mutations (R238W, K359Q, and

R367Q) (Figures 6A and 6B). Remarkably, DTECT unambigu-

ously identified the presence of oncogenic NT5C2 variants in

all five patient samples (patient 1, R238W; patients 2, 4, and 5,

R367Q; and patient 3, K359Q) and accurately quantified their

frequency in a manner comparable to NGS (Figures 6B, 6C,

and S8D). Moreover, DTECT identified the preceding NT5C2

variants in the PDX models generated from these relapsed ALL

patients (Figures 6A and 6D). These studies demonstrate that

DTECT can identify oncogenic mutations of interest in PDX

models and cancer patient samples.

DISCUSSION

In this study, we establish DTECT as a sensitive method for the

identification of gDNA signatures. In particular, we show that

DTECT readily identifies precision genome editing events

induced by CRISPR-dependent HDR, base editing, and prime

editing, including low-abundance and complex genomic

changes. In addition, we show that DTECT can be employed

to identify pathogenic lesions of interest, such as oncogenic mu-

tations, in cancer mouse models, PDXs, and cancer patient

specimens. DTECT is a rapid (�4–5 h) and easy-to-perform

detection method that relies on standard molecular biology

techniques (PCR, DNA digestion, and ligation) and common

laboratory reagents. This methodology is not labor intensive,

given that it entails short periods (5–10 min) of sample process-

ing followed by hands-free incubations. DTECT assays use a

unique and common set of adaptors that includes positive and

negative controls to ensure specificity and accuracy.

Although highly robust, DTECT has three potential limitations.

First, AcuI-induced dinucleotide byproducts can be generated if

a genomic AcuI restriction site located close to the targeted

dinucleotide is incorporated into the amplicon of the targeted

locus. However, an analysis of the ClinVar database revealed

that genomic AcuI sites occur relatively infrequently and 95%

of clinically relevant variants (404,393 variants) are compatible

with DTECT (Figures S9A and S9B). Second, dinucleotide

byproducts may occur because of AcuI slippage activity, result-

ing in the cleavage of DNA molecules 13 (�1) or 15 (+1), instead

of 14, bases from the AcuI recognition site. Nonetheless, we

found that DTECT is able to identify AcuI slippage events, which

occur mostly at position +1 relative to the standard AcuI cleav-

age site (Lundin et al., 2015; Figure S10A). It is reasonable to

anticipate that future optimization of AcuI architecture and im-

provements in the AcuI digestion protocol will limit its slippage
A non-patient-derived gDNA sample was used as a control to estimate the levels o

in the frequency of mutant signatures in the patient samples relative to the contr

(C) Graphical representation of the frequency of NT5C2 mutations determined by

Error bars indicate the SD of 2 independent DTECT replicates.

(D) Analytical and quantitative detection of the NT5C2 R367Q mutation in PDX m

chemotherapy relapse. WT and mutant variants were captured using adaptors

analytical PCR (left, 18 cycles) and qPCR (right).

See also Figure S8.
activity. In addition, AcuI byproducts resulting from either

genomic AcuI motifs or AcuI slippage activity are easily predict-

able based on the sequence of the nucleotides flanking the tar-

geted dinucleotide, and they can be avoided by optimal design

of the AcuI-tagging primer and appropriate adaptor selection,

as shown in Figures S9C and S10B. Third, indel mutations

formed at DSB sites generated by Cas nucleases in CRISPR-

mediated HDR experiments can result in defective PCR amplifi-

cation of indel-containing loci that have not undergone HDR and

therefore cause an overestimation of the frequency of HDR

events by DTECT (Figures S11A and S11B). However, given

that the mutagenic spectrum of indel mutations induced by

any sgRNA is predictable (Allen et al., 2019; Leenay et al.,

2019; Shen et al., 2018; van Overbeek et al., 2016; inDelphi,

https://indelphi.giffordlab.mit.edu/), the negative impact of indel

mutations on DTECT-based quantification of CRISPR-mediated

HDR events can be avoided by introducing the desired genomic

changes in indel-free regions adjacent to CRISPR-induced cut

sites (Figures S11C and S11D). This limitation does not affect

the detection of CRISPR-mediated base editing and prime edit-

ing events or naturally occurring genetic variants, which are

accompanied by either very low frequency (Anzalone et al.,

2019; Gaudelli et al., 2017; Komor et al., 2017; Yeh et al., 2018)

or absence of DSB-induced indel formation, respectively.

In addition to its ease of use, speed, and cost efficiency,

DTECT has several advantages compared with other detection

methods. Amajor benefit of DTECT is its versatility, which allows

the detection and quantification of nucleotide substitutions,

precise base indels using the same small set of 16 predefined

adaptors (Figures 1B and 7). Each editing event can be identified

using 4 distinct signatures resulting from AcuI-mediated diges-

tion of gDNA amplicons, indicating that the design of DTECT

studies is flexible (Figures 2E, 2F, S8B, and S8C). These features

distinguish DTECT from strategies that employ allele-specific

DNA oligonucleotides or probes to identify SNVs, which work

with variable efficiency because of the competition between

WT and mutant alleles and the number of variant DNA bases,

thus requiring a unique experimental design for the detection

of each genetic variant. Given that bothWT andmutant DNA sig-

natures are captured from the same AcuI-digested PCR ampli-

con and that a common set of PCR primers is used for both

analytical and quantitative detection of all variants (Figure 1A,

step VI), DTECT exhibits limited technical variability across

distinct experimental conditions. This aspect differentiates

DTECT from Sanger-sequencing-based detection methods,

such as ICE and EditR, in which efficiency depends on the quality

of the sequencing reads, which can vary greatly among

sequencing platforms, samples, and reactions (Figure S5B). In

addition, DTECT displays greater sensitivity and flexibility
f non-specific background in the DTECT assay. Data are shown as fold change

ol sample.

DTECT (red) and NGS (green) in the 5 human patient samples analyzed in (B).

odels generated from ALL tumors of patients 2, 4, and 5 at diagnosis and after

specific for the WT (GA, green) or mutant (AA, purple) allele and subjected to
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Figure 7. DTECT Applications for the Detection of Precision Genome Editing and Genetic Variation

Schematic representation of examples of targeted dinucleotide signatures generated by single base edits and small indels that can be detected using DTECT.

Examples of adaptors that can be used to detect the indicated genome editing events are shown on the right.
compared with RFLP-based assays (Figure S4) and exhibits

similar precision to NGS (Figure 3C) at a lower cost and with a

faster turnaround time (hours versus days/weeks). Finally,

DTECT directly identifies genetic variants independently of

genomic markers, enabling the analysis of scarless and

marker-free cellular and animal models generated by precision

genome editing. Given its ability to identify multiple independent

genetic variants simultaneously (Figure 4), DTECT could also

expedite the generation of complex genomic changes, espe-

cially for genetic interaction studies, synthetic biology applica-

tions, and molecular recording (Farzadfard and Lu, 2018).

The ability to model clinically relevant mutations in a marker-

free manner is critical for assessing their potential pathogenicity,
3292 Cell Reports 30, 3280–3295, March 10, 2020
especially in the case of genes, such asBRCA1 andBRCA2, that

have thousands of clinically associated SNVs. Recent studies

have led to the development of high-throughput saturation

genome editing (SGE) to examine en masse the pathogenicity

of BRCA1 variants (Findlay et al., 2018). Although highly useful

for classifying BRCA1 SNVs, SGE requires the use of haploid

cells and is therefore not compatible with the study of the func-

tional impact of BRCA1 mutations in heterozygosity, as

observed in BRCA1 mutation carriers (Apostolou and Fostira,

2013). BRCA1/2 heterozygous mutations have been shown to

cause genome instability induced by DNA replication stress

(Billing et al., 2018; Pathania et al., 2014; Tan et al., 2017). By

facilitating the derivation of both heterozygous and homozygous



BRCA1/2 mutant cells and animal models (Figure 5), DTECT

could help elucidate the underlying mechanisms by which

genome instability causes breast and ovarian cancer develop-

ment in BRCA1/2 mutation carriers.

In addition to facilitating precision genome editing, we show

that DTECT can be used to detect pathogenic variants in pre-

clinical and clinical settings. In particular, DTECT can rapidly

identify the presence of oncogenic variants in cancer mouse

models (Figure S8), facilitating the study of cancer pathogenesis

and the development of novel cancer therapies. Furthermore,

DTECT can identify oncogenicmutations in samples from cancer

patients and PDX mouse models (Figure 6). The speed by which

DTECT accurately and unambiguously identifies pathogenic var-

iants could accelerate cancer diagnosis and expedite the testing

of cancer therapies in PDX models, leading to more effective

cancer treatments. We envision that future developments and

implementations of the DTECT protocol may further simplify

the detection of desired genomic signatures and increase the

sensitivity of DTECT, expanding the number of possible DTECT

applications and enabling early diagnosis of cancer and heredi-

tary disorders through the detection of pathogenic variants in

circulating cell-free tumor and fetal DNA (Zhang et al., 2019).

Collectively, our work establishes DTECT as a facile, rapid,

and cost-effective method for identifying genomic variants in

various biological systems, such as mammalian cell lines, orga-

noids, mouse tissues, PDXmodels, and human patient samples.

Given the growing number of genetic variants identified in the

human population (Lek et al., 2016) and in human genetic disor-

ders (McClellan and King, 2010), this versatile method for the

detection of genomic signatures should facilitate the study of

human genetic variation and expedite the diagnosis and treat-

ment of human disease.
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REAGENT or RESOURCE SOURCE IDENTIFIER

Bacterial and Virus Strains

Subcloning Efficiency DH5a ThermoFisher Scientific 18265017

Chemicals, Peptides, and Recombinant Proteins

Q5 High-Fidelity DNA polymerase NEB M0491L

T4 DNA ligase ThermoFisher Scientific 15224017

AcuI NEB R0641L

rSAP NEB M0371L

SybrGold (for gel staining) ThermoFisher Scientific S-11494

SybrGold (for qPCR) ThermoFisher Scientific 4367659

BamHI-HF NEB R3136S

dNTPs NEB N0447L

T4 Polynucleotide Kinase NEB M0201S

Critical Commercial Assays

Agencourt AMPure XP magnetic beads Beckman Coulter A63881

Zymoclean gel DNA recovery kit Zymo Research D4008

Quick Extract DNA Extraction Solution Epicenter QE09050

Zero BLUNT II TOPO PCR Cloning kit ThermoFisher Scientific 450245

Deposited Data

Unprocessed images of gels This paper, Mendeley Data Raw gel images

Raw Sanger sequencing files This paper, Mendeley Data Sequences of BRCA1-2 edited cells;

Repeated sequences

Raw NGS sequencing files This paper; Zafra et al., 2018 NCBI BioProject # PRJNA603357;

Sequence Read Archive # SRP151111

Raw and processed qPCR data This paper, Mendeley Data Raw and processed qPCR data

Raw and processed DTECT, ICE, EditR and

NGS data

This paper, Mendeley Data DTECT_ICE_EditR_NGS data

Experimental Models: Cell Lines

Human: HEK293T ATCC CRL-11268

Human: DLD1 ATCC CCL-221

Mouse: NIH/3T3 ATCC CRL-1658

Experimental Models: Organisms/Strains

Mouse: C57BL/6N Charles River C57BL/6NCrl

Mouse: Brca1S1598F/+ Shakya et al., 2011 N/A

Mouse: Bard1S563F/+ Billing et al., 2018 N/A

Mouse: Mx1Cre+;CD45.1 Mullally et al., 2010 N/A

Mouse: Mx1-Cre+;CD45.2 Jak2V617F/+ Mullally et al., 2010 N/A

Mouse: NRG The Jackson Laboratory 007799

Oligonucleotides

Primers for PCR This paper Table S1

Oligonucleotides for sgRNA cloning This paper Table S1

Oligonucleotides for adaptors This paper Table S1

ssODNs (for HDR) This paper Table S1

Recombinant DNA

Plasmid: B52 (containing 2 empty sgRNA-

expressing cassettes)

Addgene 100708

(Continued on next page)
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Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

pCMV-PE2 Addgene 132775

pCMV-BE3 Addgene 73021

DTECT - Plasmid for standard curve This paper, Addgene 139333

pTOPO-SPRTN WT This paper N/A

pTOPO-SPRTN STOP This paper N/A

pTOPO-SMARCAL1 WT This paper N/A

pTOPO-SMARCAL1 STOP This paper N/A

pTOPO-PIK3R1 WT This paper N/A

pTOPO-PIK3R1 STOP This paper N/A

pX330-U6-Chimeric_BB-CBh-hSpCas9 Addgene 42230

pCDNA3-Flag::UbvG08 I44A, deltaGG Addgene 74939

pU6-Sp-pegRNA-HEK3-CTT_ins Addgene 132778

Plasmids expressing sgRNAs for base

editing of FANCD2, BRCA1 and BRCA2

This paper, Addgene 139321-139332, and 139511

Software and Algorithms

R Studio Desktop IDE 1.0.143 RStudio https://rstudio.com/

Bioconductor R packages Bioconductor https://www.bioconductor.org

R 3.4.1 The R project for statistical computing https://www.r-project.org

Other

ClinVar database NCBI https://www.ncbi.nlm.nih.gov/clinvar/

LI-COR Odyssey LI-COR https://www.licor.com/bio/products/

imaging_systems/odyssey

q-PCR QuantStudio 3 Applied Biosystems N/A
LEAD CONTACT AND MATERIALS AVAILABILITY

Plasmids for DTECT quantification and expression of base editing sgRNAs targeting BRCA1, BRCA2 and FANCD2 and have been

deposited to Addgene (#139321-139333, and 139511). Further information and requests for resources and reagents should be

directed to and will be fulfilled by the Lead Contact, Alberto Ciccia (ac3685@cumc.columbia.edu).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Cell line generation and single clone isolation
HEK293T and DLD1 cell lines were obtained from ATCC. Cells were cultured in DMEM (ThermoFisher Scientific) supplemented with

10% Fetalgro bovine growth serum (BGS, RMBIO) and 1% penicillin-streptomycin (ThermoFisher Scientific). Cells were grown at

37�C with 5% CO2 and tested regularly for mycoplasma. NIH/3T3 were maintained in DMEM supplemented with 10% bovine calf

serum. Organoids were isolated and cultured as previously described (Zafra et al., 2018). To generate cells constitutively expressing

FNLS-BE3-P2A-BlastR, HEK293T cells were infected with a lentivirus expressing the above construct. Viruses were produced in

HEK293T in 6-well plates by transfecting 2 mg of FNLS-BE3-P2A-BlastR, 0.2 mg of Tat, 0.2 mg of Gag/Pol, 0.2 mg of Rev, 0.4 mg of

VSV-G expressing plasmids in 250 ml of DMEM without serum. 9 ml of TransIT-293 (Mirus) were added to the DNA, mixed and

incubated for 15 min at room temperature. The DNA transfection reagent mix was added dropwise to the cells and incubated at

37�C with 5% CO2. The next day the cell medium was replaced and cells were incubated for 48 hours. The medium containing

lentiviruses was then collected and utilized to infect newHEK293T cells. 48 hours after infection, blasticidin was added to themedium

until the uninfected control cells were killed. FNLS-BE3 expression was determined by western blot and the base editing activity of

the construct was tested using previously validated sgRNAs. Single HEK293T clones were selected for high base editing efficiency.

Cloneswere isolated by trypsinization of the initial cell population into individual cells. Cell density was evaluated by counting the cells

with a hemocytometer and cells were diluted to approximately 0.13 cells/ml, equivalent to 20 cells per 150 ml. Serial dilutions were

prepared and 150 ml of the diluted cell mixture were seeded into 96-well plates. Single clones were expanded and further examined

for FNLS-BE3 expression and activity.
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Editing of cell lines, organoids and mice
To induce CRISPR-mediated HDR editing, HEK293T cells were seeded at 50%–70% confluency into 24-well plates and reverse

transfected with 0.25 mg of sgRNA and 0.25 mg of Cas9 expressing plasmid (Addgene #42230) with or without 0.5 ml of ssODN

(40 mM) into 100 ml of DMEM without Fetalgro BGS and antibiotics. 3 ml of TransIT-293 (Mirus) were added to the DNA, mixed and

incubated for 15 min at room temperature. Experiments involving i53 were done by adding 0.25 mg of i53 (Addgene #77939) to

the transfection mixture. The gDNAs of cell populations and individual clones were recovered by resuspending the cell pellets in

the Quick Extract DNA Extraction Solution (Epicenter), followed by incubation at 65�C for 10 min and 95�C for 5 min. The isolated

gDNAs were diluted in H2O, quantified using Nanodrop and stored at �20�C or directly used in PCR reactions. In base editing

experiments, we used cells constitutively expressing FNLS-BE3 or transfected with pCMV-BE3 (Addgene #73021) and sgRNAs,

as described above. Empty plasmids (Addgene #100708) with no sgRNAs were used as controls. To determine the accuracy of

the quantification of variant frequency by DTECT (Figure 2G), STOP codons were introduced into SPRTN, SMARCAL1 and

PIK3R1 genes using iSTOP, as previously described (Billon et al., 2017). To isolate the WT alleles, the locus was amplified by

PCR and cloned into the pCR-Blunt II-TOPO vector (ThermoFisher Scientific). The STOP alleles were isolated by PCR amplification

using gDNA that was partially edited as template. The PCR product was subsequently digested using restriction enzymes that spe-

cifically cleave the WT PCR alleles (i.e., PvuII for SPRTN, SfaNI for SMARCAL1 and TaqaI for PIK3R1). The digestion reaction was

loaded on a 2% agarose gel and the undigested PCR products were column purified (Zymoclean #D4008). The purified products

were subsequently cloned into the pCR-Blunt II-TOPO vector (ThermoFisher Scientific). Cloned WT and STOP PCR fragments

were confirmed by Sanger sequencing and are shown in Figure S3B. RFLP assays were conducted by digesting PCR amplicons

of the edited genomic loci with enzymes that recognize restriction sites created or disrupted by editing of the targeted loci. Restriction

digest products were run on 6% TBE polyacrylamide gels. Gels were run at 160 V in 1X TBE and stained for 5 min using SybrGold

diluted in 1X TBE buffer. In prime editing experiments, 1 mg of pCMV-PE2 (Addgene #132775) was transfected into HEK293T cells

alongwith 500 ng of control pegRNA (Addgene #132777) or pegRNAHEK3 insCTT (Addgene #132778). Three days after transfection,

genomic DNAwas recovered as above and the edited signature was identified with DTECT. Edited DLD1 (FANCF locus) and NIH/3T3

(Pik3ca and Apc loci) cell populations and mouse intestinal organoids (Pik3ca and Apc loci) were previously described (Zafra et al.,

2018). Genomic DNA from the edited cell populations was used to quantify the editing efficiency by DTECT (Figure S5A).

In order to introduce multiple variants into the BRCA1 and BRCA2 genes, HEK293T cells expressing FNLS-BE3 were seeded at

50%–70% confluency into 24-well plates and reverse transfected with 1 mg of sgRNA into 100 ml of DMEMwithout Fetalgro BGS and

antibiotics. 3 ml of TransIT-293 (Mirus) were added to the DNA, mixed and incubated for 15 min at room temperature. The DNA trans-

fection mix was added dropwise to the cells and incubated at 37�C with 5% CO2 for 4 days. Single clones were generated and the

gDNAs of cell populations and individual clones were recovered as describe above. Genomic loci were Sanger sequenced by Eton

Bioscience or Genewiz. Sanger sequencing data were analyzed using Serial Cloner and viewed by Snapgene Viewer. The

sequencing profiles shown in this manuscript were generated by SnapGene Viewer. Quantitative detection of the editing level using

the AcuI-tagged amplicon was done blindly.

In vivo mouse editing was performed as previously described (Zafra et al., 2018). Briefly, eight week-old C57BL/6N female mice

(Charles River) were injected with 0.9% sterile sodium chloride solution containing 20 mg of pLenti-FNLS-P2A-Puro and 10 mg of

sgRNA vector. The total injection volume corresponded to 20% of the individual mouse body weight and was injected into the lateral

tail vein in 5-7 s. All animal experiments were authorized by the regional board of Karlsruhe, Germany.

Mouse genotyping and bone marrow transplantation
The generation of genetically engineeredmice harboring the Brca1 S1598F andBard1 S563F alleles was previously described (Billing

et al., 2018; Shakya et al., 2011). Mouse genotyping was performed using DTECT on genomic DNA extracted from the tails of both

male and female mice. AcuI-tagging of the targeted loci was performed using 50 ng of gDNA (see DTECT protocol). Genotyping

experiments were conducted blindly.

Competitive transplantation experiments were performed to assess chimerism of Jak2 V617F mutant cells in relation to wild-type

support. Specifically, Mx1-Cre+;CD45.2 Jak2V617F/+ andMx1Cre+;CD45.1wild-type female mice were dosed with polyinosine-poly-

cytosine (PIPC) 8 weeks prior to sacrifice to induce MPN in mutant mice. On day of sacrifice, dissected femurs and tibias were iso-

lated and bone marrow flushed with a syringe into PBS. Red blood cells (RBCs) were lysed in ammonium chloride-potassium bicar-

bonate lysis buffer for 10 min on ice. 1.5 3 106 filtered whole donor Mx1-Cre+;Jak2V617F/+ bone marrow cells (CD45.2) were then

mixed with wild-type 1.5 3 106 competitor bone marrow cells (CD45.1) and transplanted via tail vein injection into lethally irradiated

(23 550 Rad) CD45.1 host female mice. Mice were then monitored serially for the development of MPN based on blood counts and

donor chimerism by retroorbital bleed draws using heparinized microhematocrit capillary tubes (ThermoFisher Scientific). After 3

consecutive hematocrits of > 65%,micewere then sacrificed for peripheral blood fluorescence-activated cell sorting (FACS) analysis

and DNA extraction. All animal procedures were conducted in accordance with the Guidelines for the Care and Use of Laboratory

Animals and were approved by the Institutional Animal Care and Use Committees at Memorial Sloan Kettering Cancer Center.

The conditional Mx1-Cre+;Jak2V617F/+ mice are all C57BL/6 background and have been previously described (Mullally et al.,

2010). Automated peripheral blood counts were obtained using a ProCyte Dx (IDEXX Laboratories) according to the manufacturer’s

protocol. For surface flow cytometry of mouse peripheral blood, bonemarrow, and spleen, RBCs were lysed and stained with mono-

clonal antibodies in PBS plus 1% BSA for 1 hour on ice. For flow cytometry of erythroid lineage, bone marrow or splenic cells were
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stained without RBC lysis. DAPI was used for live/dead cell analysis. Cell populations were analyzed using an LSR Fortessa (Becton

Dickinson), and data were analyzed with FlowJo software (Tree Star). DNA extraction was performed using the QIAamp DNA Micro

Kit (QIAGEN) per manufacturer’s protocol.

Analysis of ALL patient samples and PDXs
DNA samples from leukemic ALL blasts obtained at diagnosis and after relapse were provided by multiple institutions, as previously

described (Oshima et al., 2016). Informed consent was obtained at study entry and samples were collected under the supervision of

local Institutional Review Boards for participating institutions and analyzed under the supervision of the Columbia University Irving

Medical Center Institutional Review Board. Research was conducted in compliance with ethical regulations. Patient samples are

anonymous and sex information is not available. ALL patients received standard combination chemotherapy at diagnosis. Diagnosis

and relapse samples were harvested from bone marrow. High molecular weight genomic DNA from matched diagnosis and relapse

samples of ALL patients was extracted from patient leukemic blasts or from xenografts using the DNeasy Blood & Tissue Kit

(QIAGEN) or the AllPrep DNA/RNA Mini Kit (QIAGEN). Primary human xenograft ALL cells were passaged and harvested from the

spleens of NRG (NOD.Cg-ag1tm1MomIl2rgtm1Wjl/SzJ, The Jackson Laboratory) female mice. Whole exome sequencing was

performed and analyzed as previously described (Oshima et al., 2016).

METHOD DETAILS

Vector construction and cloning
sgRNAs were synthesized as complementary oligonucleotides (IDT) compatible with BbsI restriction sites located into the B52

plasmid (Addgene #100708). Oligonucleotides were designed as previously described (Billon et al., 2017). Cloned sgRNAs were

verified by Sanger sequencing. Sequences of the sgRNAs are available in Table S1. ssODNs used in HDR experiments were synthe-

sized as ultramer oligos (IDT) and their sequences are available in Table S1. To generate the FNLS-BE3-P2A-BlastR plasmid, the

pLenti-FNLS-P2A-Puro plasmid (Addgene #110841) (Zafra et al., 2018) was modified by replacing the puromycin resistance gene

with the blasticidin resistance gene. Briefly, the blasticidin resistance gene coding sequence was amplified by PCR and recombined

using Gibson assembly into FNLS-BE3-P2A. The FNLS-BE3-P2A-BlastR sequence was verified by Sanger sequencing.

AcuI-tagging primer design
The AcuI-tagging oligonucleotide enables the insertion of an AcuI motif (50-CTGAAG-30) 14 bp away from a targeted dinucleotide.

This motif is inserted as a hairpin in the middle of a sequence complementary to the targeted genomic locus. The AcuI-tagging oligo-

nucleotide is 60 bp-long and contains a non-complementary handle sequence of 20-25 bp. Common handle sequences used are

PB547 (50-GATCCTCTAGAGTCGACCTG-30) or PB1072 (50-GCAATTCCTCACGAGACCCGTCCTG-30) (Table S1). The oligonucleo-

tide sequence complementary to the targeted genomic locus plus the AcuI motif has the following sequence: 50-N(20)
CTGAAGN(14)-30 or 50-N(15)CTGAAGN(14)-30, with ‘‘N’’ corresponding to A, T, G or C bases complementary to the targeted locus.

Reverse primers used in AcuI-tagging reactions were designed by Primer 3 (http://bioinfo.ut.ee/primer3-0.4.0/) using the default

parameters with the following changes: Mispriming library = ‘‘HUMAN’’ for amplifying from human genomic DNA or Mispriming

library = ‘‘RODENT’’ for amplifying from mouse genomic DNA, Primer size ‘‘min = 25, Opt = 27, Max = 30,’’ Primer Tm

‘‘Min = 57.0�C, Opt = 60.0�C, Max = 63.0�C.’’ Reverse primers are located > 100 bp away from the targeted dinucleotides. All

sequences of the primers used in this study are available in Table S1.

Adaptor library generation and characterization
A set of 17 individual oligonucleotides constitutes the full adaptor library. This library contains: a) One constant oligonucleotide with

the following sequence: 50-CTGGGGCACGGGTAAGAAGCATTCTGTCTCTcttctaagaattcgagctcggtacccg-30. The lowercase nucleo-

tide sequence located at the 30 end of the constant oligonucleotide (50-cttctaagaattcgagctcggtacccg-30) corresponds to the handle

sequence used to detect the ligated products with either PB548 (50-cgggtaccgagctcgaattc-30) or PB1073 (50-cgggtaccgagct
cgaattcttagaag-30); b) 16 variable oligonucleotides that contain a sequence complementary to the constant oligonucleotide plus

one of 16 different dinucleotides at their 30 end. The variable oligonucleotides have the following sequence: 50-cgggtaccgagct
cgaattcttagaagAGAGACAGAATGCTTCTTACCCGTGCCCCAGNN-30. NN, with N = A, C, G or T, corresponds to the dinucleotide

that is different for each of the 16 oligos. The adaptor sequences are available in Table S1. The constant oligonucleotide and

each variable oligonucleotide were resuspended at a concentration of 100 mM in H2O. 2.5 ml of constant oligonucleotide and

2.5 ml of each variable oligonucleotide were mixed with 1X ligase buffer (ThermoFisher Scientific) and water in a 20 ml reaction.

The reactions were placed in a thermocycler and oligonucleotides were annealed by incubating them for 5 min at 95�C, followed

by a gradual temperature decrease from 95�C to 15�C. After annealing was completed, 100 ml of water were added to dilute the

adaptors in a 120 ml final volume. Adaptors were frozen and stored at �20�C.
The adaptor library was tested at two independent loci, as shown in Figure S2C. In this assay, AcuI-tagging oligonucleotides tar-

geting the ampicillin resistance gene were designed following the rules detailed above (Table S1). First, we linearized the pUC19

plasmid as follows: 1.5 mg of pUC19, 1X CutSmart Buffer (NEB) and 0.75 ml of BamHI-HFweremixed in a 30 ml reaction and incubated

for 2 hours at 37�C. The digested plasmid was subsequently purified on column (Zymoclean #D4008) and used as a template in PCR
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reactions with each AcuI-tagging primer and a constant reverse primer (50-CCAATGCTTAATCAGTGAGG-30) located at the 30-side of
the ampicillin resistance gene. The PCRs were performed in a 25 ml reaction containing: 1 mM forward and reverse primers, 0.1 mM

dNTP (NEB #N0447L), 1X Q5 buffer (NEB), 20 ng of digested pUC19, 1 unit of Q5 polymerase (NEB) and water. The PCR program

used was the following: 95�C for 1 min, 40 cycles of 95�C for 10 s, 58�C for 10 s, 72�C for 45 s and a final amplification step of 1 min at

72�C. PCR reactions were loaded on a 2% agarose gel, extracted from gel and purified on column (Zymoclean #D4008). Finally, the

DTECT protocol was applied as described below. Briefly, 0.5 pmol of AcuI-tagging PCR products were digested by AcuI for 30min at

37�C. 10 ml of the digested products were purified with 18 ml of solid phase reversible immobilization magnetic beads (Beckman

Coulter #A63881). 20 ml of supernatant (unbound fraction) were recovered and 0.5 ml of this supernatant were ligated using comple-

mentary and negative control adaptors for 1 hour at 25�C, followed by T4 ligase inactivation for 10 min at 65�C. The complementary

and negative control adaptors used in Figure S2C are the following: AA #1 (Specific adaptor: TT, Non-specific adaptor: CC), AA #2

(TT, CC), AC #1 (GT, AC), AC #2 (GT, AA), AG #1 (CT, GA), AG #2 (CT, GA), AT #1 (AT, GG), AT #2 (AT, GG), CA #1 (TG, CA), CA #2 (TG,

CA), CC #1 (GG, CC), CC #2 (GG, CC), CG #1 (CG, AA), CG #2 (CG, AA), CT #1 (AG, TT), CT #2 (AG, TT), GA #1 (TC, GA), GA #2 (TC,

GA), GC #1 (GC, TT), GC #2 (GC, TT), GG #1 (CC, TT), GG #2 (CC, TT), GT #1 (AC, TG), GT #2 (AC, TG), TA #1 (TA, GG), TA #2 (TA, GG),

TC #1 (GA, CT), TC #2 (GA, CT), TG #1 (CA, TG), TG #2 (CA, TG), TT #1 (AA, GG) and TT #2 (AA, GG). The ligated products were sub-

sequently detected by PCR amplification using the primers PB547 (50-gatcctctagagtcgacctg-30) and PB1073 (50-cgggtaccgagct
cgaattcttagaag-30). All primer sequences are listed in Table S1.

The measurement of the dinucleotide capture efficiency of each adaptor (Figures 2J and 2K) was determined by ligating the 16

different adaptors to annealed oligonucleotides containing complementary dinucleotides. To mimic the 50 phosphorylation induced

by AcuI in DTECT experiments, the reverse oligonucleotide (PB1449: 50-gtagttcgccagttCTTCAGaatagtttgcgcaCAGGA

CGGGTCTCGTGAGGAATTGC-30) was phosphorylated with PNK (NEB). The phosphorylation reaction was conducted as follows:

5 ml of PB1449 (100 mM), 4 ml of 5X ligase buffer, 0.5 ml of PNK in a 20 ml reaction. Phosphorylation was obtained upon incubation

for 1 hour at 37�C, followed by heat inactivation of PNK for 20 min at 65�C. After incubation, the phosphorylated oligonucleotide

PB1449 was annealed to 16 complementary oligonucleotides with the following sequence: 50-GCAATTCCTCACG

AGACCCGTCCTGTGCGCAAACTATTCTGAAGAACTGGCGAACTACNN-30. The two Ns indicate the dinucleotide that is different

for each of the 16 oligos, with N = A, C, G or T. In the annealing reaction, 40 ml of 5X ligase buffer and 130 ml of H2O were added

to the phosphorylation reaction. 9.5 ml of thismixwere used for annealingwith 0.5 ml of each of the above 16 oligos (50 mM). Annealing,

which was performed as described above for the library of adaptors, resulted in a 50-phosphorylated double-stranded DNA with an

overhang of 2 nucleotides, mimicking the product of AcuI digestion. The ligation between the adaptors and the phosphorylated prod-

ucts was performed as follows: 1 ml of annealed oligonucleotides, 2 ml of T4 ligase buffer, 0.5 ml of T4 ligase and 0.5 ml of adaptors in a

10 ml reaction. The ligation reaction was incubated for 1 hour at 25�C and 10 min at 65�C. Detection was performed using qPCR as

described below in the DTECT protocol.

The assay performed to measure the efficiency of DNA ligation (Figure S3F) was conducted in a master mix reaction equivalent to

5 ml per time point as follows: 0.5 ml of AcuI digested products, 1 ml of T4 ligase buffer and 0.5 ml of adaptors with or without 0.5 ml of T4

ligase. The reactions were incubated at 25�C. After 5 min, 5 ml were taken from the reaction and the T4 ligase was added for 10min at

65�C. 1 hour after the start of the ligation reaction, 5 ml were additionally taken from the reaction and heat inactivated. The rest of the

reaction was incubated overnight for 16 hours and heat inactivated. The amount of products captured was determined by qPCR as

described below.

To calculate the frequency of non-specific dinucleotide capture shown in Figure S3E, AcuI-generated fragments of WT SMAR-

CAL1, SPRTN and PIK3R1 amplicons (obtained as described below) were ligated to each of the 16 library adaptors under the adaptor

ligation conditions described above. The frequency of non-specific dinucleotide capture for all the adaptors non-complementary to

the SMARCAL1, SPRTN and PIK3R1 dinucleotide signatures was calculated by qPCR analysis, as described below. Adaptors com-

plementary to +1 and �1 AcuI-dependent slippage events were excluded from the analysis.

DTECT protocol
The DTECT protocol consists of 6 steps (I-VI, Figure 1A). I)Design of the AcuI-tagging primer, as described above. II) Amplification of

the genomic locus of interest using the AcuI-tagging primer. The genomic DNA (gDNA) is prepared using the Quick Extract Solution

(Epicenter) by incubating the cells at 65�C for 10 min and 95�C for 5 min. The genomic DNA is quantified by Nanodrop, diluted to

200 ng/ml in H2O and stored at �20�C or immediately used in PCR reactions. PCRs were performed in a 25 ml or 50 ml solution con-

taining: 1 mM forward and reverse primers, 0.1 mM dNTP (NEB #N0447L), 1X Q5 buffer (NEB), 10-200 ng of gDNA, 1 unit of Q5

polymerase (NEB) and water. PCR reactions were conducted as follows: 95�C for 30 s; 40 cycles of 95�C for 10 s, 58�C for 10 s,

72�C for 45 s; and final amplification at 72�C for 1 min. When the AcuI-tagging PCR did not work on gDNA (< 5% of the cases), a

PCR using standard locus-specific primers was performed to amplify the targeted locus and the AcuI-tagging PCR was conducted

using this amplicon as template DNA. PCR products were loaded on a 2% agarose gel and run in TAE buffer. PCR products were

extracted from gel and column purified (Zymo Research #D4008) and the purified products were subsequently quantified using

Nanodrop. III) Digestion of the AcuI-tagged genomic amplicon with AcuI. The purified PCR products were digested by 0.25 ml

AcuI (NEB #0641L) in a 20 ml reaction containing 1X CutSmart Buffer (NEB) supplemented with 40 mM S-adenosylmethionine

(SAM) and 100 ng of purified PCR product. The reaction was incubated for 1 hour at 37�C with heat inactivation at 65�C for

20 min. IV) Isolation of the AcuI-digested genomic amplicon by solid phase reversible immobilization (SPRI). 10 ml of the digestion
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reaction were subsequently mixed with 18 ml of Agencourt AMPure XP magnetic beads (Beckman Coulter #A63881) by pipetting up

and down the beads 10 times (volume ratio of DNA:beads = 1:1.8) and then incubated at room temperature for 5 min. This procedure

resulted in the binding of the larger digestion fragment (> 100 bp) to the beads, while the smaller digested fragment (60 bp) remained

in the supernatant. After incubation, the supernatant was isolated using a magnetic rack. 20 ml of the supernatant were recovered,

diluted in 40 ml of H2O and stored at�20�Cor immediately used for capture with DNA adaptors. V)Capture of the digested 60 bp-long

products using DNA adaptors. The purified 60 bp-long DNA fragments were ligated to DNA adaptors generated as described above.

The adaptors and the purified products were ligated in the following reaction: 6.5 ml of water, 2 ml of 5X ligase buffer (ThermoFisher

Scientific), 0.5 ml of T4 ligase (ThermoFisher Scientific), 0.5 ml of adaptors and 0.5 ml of purified DNA product. The ligation reaction was

performed for 1 hour at 25�C in a thermocycler, followed by inactivation of the T4 ligase for 10min at 65�C. The ligated products were

stored at �20�C or used directly for detection of the captured material. VI) Analytical or quantitative detection of the captured DNA

products by PCR amplification. For analytical detection, the amplification of the capturedmaterial was performed by PCR in a 12.5 or

25 ml reaction volume containing 0.5 mM forward and reverse primers, 0.05 mM dNTP (NEB #N0447L), 1X Q5 buffer (NEB), 0.5-1 ml of

ligated product, 0.1-0.2 ml of Q5 polymerase (NEB), 0.5-1 ml ligation reaction andwater. PCRprimers (PB1072 andPB1073) contained

sequences complementary to the adaptor and handle (see above). The PCR program used was the following: 95�C for 1 min, and

different number of cycles (indicated in each figure legend) of 95�C for 10 s, 65�C for 5 s, 72�C for 7 s. Detection of low abundant

genomic variants (%1% frequency) was generally obtained with 23-25 PCR cycles, while detection of greater amounts of edited

products was achieved with 17-22 PCR cycles. 5 ml of the PCR reactions were incubated with SYBR Gold (Thermofisher Scientific

#S-11494), loaded on a 2% agarose gel and run in 1X TAE buffer until the DNA was separated. Gels were developed using LI-COR

Odyssey. qPCR was performed using QuantStudio 3 (Applied Biosystems). qPCR reactions were performed as follows: 5 ml of 2X

SYBR Gold master mix (ThermoFisher Scientific #4367659), 0.1 ml of forward and reverse primers (PB1072 and PB1073, 100 mM)

and 1 ml of ligated products (diluted 1:100 in H2O) in a 10 ml reaction. The PCR program used in the qPCR reaction was the following:

95�C for 10 s and 40 cycles of 60�C 30 s, 95�C 15 s. Quantification of the frequency of genomic variants was conducted as described

below (Quantification and Statistical Analysis section).

Next-generation sequencing
Samples for NGS were prepared by amplifying the edited regions of interest by PCR. Samples were sequenced by the Genome Sci-

ences Facility at The Pennsylvania State College ofMedicine or by Genewiz and the results were analyzed byGenewiz, or by using an

R-based script of the Ciccia laboratory or CRISPResso2 (Clement et al., 2019). To ensure that no biases were introduced during

DTECT assays, the AcuI-tagging amplicons for the BRCA1 andBRCA2mutant samples were sequenced by NGS and analyzed using

an R-based script. In this analysis, 7 sequences with > 6000 reads were filtered out from the analysis due to incorrect sequence. The

editing frequency from the NGS results were determined using the formula: [(Number of reads for the edited dinucleotide) / (total num-

ber of reads)] x 100. Oligonucleotides used for PCR amplifications, Illumina sequencing adaptors and indexes are listed in Table S1.

QUANTIFICATION AND STATISTICAL ANALYSIS

Technical duplicates of each sample were performed in each qPCR reaction. A standard curve to determine the concentration of the

capturedmaterial was generated using predefined concentrations of a DTECT ligation product (Figure 1, step V) cloned into the pCR-

Blunt II-TOPO vector (ThermoFisher Scientific; B650 plasmid, Addgene #139333) and oligos PB1072 and PB1073 (Table S1). The

calculated standard curve corresponds to a linear curve with the following parameters: y = �3.3245x + 7.5504 and R2 = 0.99819.

Quantification of the frequency of genomic variants was determined by calculating the mean Ct score (Mean Ct) of the two technical

duplicates for each sample. The concentration of the captured material for each sample was determined using the following formula:

Concentration = 10̂ [(Mean Ct �7.5504)/-3.3245]. The relative abundance between WT and mutant signatures was determined as

follows: FrequencyMutant = [ConcentrationMutant / (ConcentrationMutant + ConcentrationWT)] x 100 and FrequencyWT = [Concentra-

tionWT / (ConcentrationMutant + ConcentrationWT)] x 100.

DATA AND CODE AVAILABILITY

R-based scripts of the Ciccia laboratory for analysis of NGS reads and ClinVar datasets are available upon request. The accession

number for the raw NGS reads of edited DLD1 and NIH/3T3 cells, organoids and liver samples reported in this paper is SRA:

SRP151111. The accession number for the raw NGS reads of edited HEK293T cells reported in this paper is BioProject:

PRJNA603357. All uncropped gels, raw qPCR data and Sanger sequencing reads are available in Mendeley Data (https://doi.org/

10.17632/gtkk6sthtw.1).
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